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ABSTRACT
Background andContext. The quality of a research field is greatly
determined by the quality of its publications. However, in many
research fields this quality is endangered because of biases towards
publishing positive results, which have led to questionable research
practices that negatively impact the reliability of the reported find-
ings.
Objectives. We explored two approaches that could guard against
these questionable research practices for computer science edu-
cation research: 1. The replication of prior studies to confirm (or
refute) previous findings and 2. requiring authors to submit a regis-
tered report, containing hypotheses, methods, and analytic proce-
dures, before conducting the studies.
Method. Over the span of 18 months, we organized a special is-
sue of the Computer Science Education journal that only accepted
registered reports that replicated a previous computer science edu-
cation research study. Registered reports involve peer review and
approval at the research design stage, before data collection begins.
The editorial process was thus modified to accommodate multiple
rounds of review and a longer time period between original and fi-
nal submissions. We believe this is the first use of registered reports
in computer science education research. A questionnaire gathering
feedback on the new process was also administered to the authors
of the accepted reports.
Findings. We found seven author teams willing to submit a manu-
script for the special issue. Out of this pool, preregistered reports
from five teams were accepted to be taken forwards. One team
then withdrew because the ethics procedure at their institution ex-
ceeded the special issue timeline. The remaining four author teams
conducted their studies and resubmitted full papers that were ac-
cepted, pending some final corrections. Authors’ feedback about
the registered reports process was positive.
Implications.We demonstrated that it is possible to attract interest
for registered report replications in a computer science education
journal issue, and to successfully conduct the necessary editorial
steps. Future efforts should attend to challenges related to modified
research and journal submission timelines and consider adding a
second review cycle for the first stage of registered reports. While
the procedures used in this special issue may be suitable for many
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research approaches, further discussion is warranted on how they
can be combined with exploratory research (as opposed to hypothe-
sis testing research) and how they can be adapted to non-positivist
research.
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1 INTRODUCTION
Much of the value of computer science education research (CSER)
lies in increasing our understanding of computer science educa-
tion in order to make real impact in areas of concern, for example
improving student learning or increasing diversity. For this to be
possible, it is important that CSER is high quality and that its find-
ings are reliable, so that stakeholders – such as teachers, students,
funders, national agencies – can confidently act on its findings.
There are many cautionary tales of poor quality research from
other scientific disciplines that it would be wise to understand and
to avoid as CSER grows.

One popular example is the replication crisis, which was first
reported in psychology. Since 2010, many studies in this research
field have come under strong scrutiny because their key research
findings, which have been passed on and taught to later generations
of scholars for decades, were found not to replicate [17]. Since then,
fears of such a replication crisis have spread to a wide variety of
other fields such as economics [49], health informatics [16] – as well
as education [73] and computer science [15], the two neighbouring
fields of CSER.

The serious consequences of having a large amount of publi-
cations with unreliable results in a field of research are shown
in the work of Lortie-Forgues and Inglis [46]. These researchers
reviewed preregistered, large-scale randomised controlled trials –
often thought to be a research gold standard – in education and
found that most still reported uninformative findings. They posit
that one explanation is that although these studies themselves are
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high quality, “many of the interventions studied are ineffective be-
cause the literature on which they are based is unreliable”. It seems
that in research, a lowering tide sinks all boats: shaky research
foundations cannot be overcome by simply running a new high
quality trial if it relies on those foundations.

Unreliable research can be hard to retract and can lower stake-
holders’ confidence in other findings. For example, the idea of learn-
ing styles has become entrenched in education folklore [53], even
though the evidence is unconvincing. As Cuevas [20] describes: “a
substantial divide continues to exist, with learning styles instruc-
tion enjoying broad acceptance in practice, but the majority of
research evidence suggesting that it has no benefit to student learn-
ing, deepening questions about its validity.” Even if educators were
to be convinced that learning styles are unsupported by evidence,
how could they be confident that the next suggestion from edu-
cation researchers would not turn out the same way? Hovey et al.
[39] suggest that CS educators already dismiss research: “Evidence
from empirical [education] studies [for the purpose selecting a new
teaching practice] was not typically a consideration, and in at least
one case, a faculty member dismissed evaluative studies as being
inherently biased.”

One explanation for the unreliability of some research is that
undesirable incentives lead to what have been termed Questionable
Research Practices (QRPs) [42]. With prestige and rewards (e.g.,
career promotion) attached to widely-cited publications, authors
are under pressure to get their papers published. The publication
process itself is biased towards novel results [61], and statistically
significant results are more likely to be cited [7, 54]. Indeed, Serra-
Garcia and Gneezy [64] found that papers which later fail to repli-
cate are more likely to be cited than those which do replicate, even
after the replication failure has been published – suggesting that
novelty is more important for citations than reliability.

With novel and positive results thus encouraged, researchers
may turn to QRPs to produce them. The well-known QRP of p-
hacking (i.e., continuing data collection or selecting a set of data to
produce a statistically significant result) has been found to be wide-
spread in many scientific fields [36, 42, 56]. Peterson [58] conducted
an eye-opening study on one research lab in infant cognition, in
which many QRPs were observed, including HARKing (Hypothe-
sising After Results are Known) – which was found in the study to
be common practice:

“The structure of these meetings was similar across
labs. A professor or graduate student would e-mail
a short document to the lab a few days before and
then hand out those same pages at the beginning of
the meeting. Usually, they would contain a couple of
box plots or bar charts. The experimenter would then
point out where statistical significance was reached
and then ask the lab for help figuring out what could
be argued from the results. The lab would attempt to
collectively craft a story out of the significant findings.
When a clear and interesting story could be told about
significant findings, the original motivation was often
abandoned.” [58, pg. 6]

It would be naïve to assume that CSER is somehow immune to
these pressures and to the QRPs that tend to follow. Ahadi et al.

[1] surveyed computing education researchers and found that “re-
searchers in our field hold many of the same biases as those in
other fields experiencing a crisis in replication. Furthermore, while
the respondents agree that published work should be verifiable,
they doubt this standard is widely met in the computing education
field.” We believe it is unproductive to phrase this as a moral issue –
viewing those committing QRPs as bad people or sinful, or thinking
that the problem is limited to a few malicious actors. We should
recognise that QRPs are incentivised by the system [9, 33], and
that we are all liable to temptation – thus it is important to have
checks in place for all of us (including the authors of this article!).
Researchers will engage less in QRPs if they think it will be detected
by reviewers [32], or if they are incentivised to avoid QRPs [9].

Although other disciplines offer cautionary tales for CSER, they
also offer potential solutions to the problems. This includes both
detection of the problems described above – poor replicability, QRPs
– and their prevention. There are two main aspects of guarding
against a replication crisis: first, there must be sufficient replications
to detect such problems, and second, there must be good measures
in place to make sure that the published research findings are likely
to replicate. One effective way to enhance replicability of research
findings is to request authors to submit a registered report [12]
before conducting the study. With a registered report, peer review
is not only conducted after the study is completed, but also after the
research planning and design stage, crucially before data collection
and analysis. As a result design issues can be correctly addressed,
and the planned analysis is determined and externally recorded
before the data is collected. The preliminary accept/reject decision
is made at this stage without knowing the study’s results, and thus
cannot be dependent on the outcome of the analysis.

This article reports on a special issue of the Computer Science
Education journal where the submissions had to be replications
and were reviewed in a registered reports style: an attempt to try
both interventions at once. The contributions of this paper are:

• An explanation of replications and registered reports, and the
issues with the scientific process that they can solve, with partic-
ular reference to computer science education research (section 2).

• A case study report on how these two aspects were implemented
for computer science education research (section 3), with reflec-
tions on what worked well and what did not (section 4).

• Recommendations for computer science education journals and
conferences on how to implement changes to better support
replications and registered reports, as well as discussion of the
limits of these techniques (section 5), including with respect to
non-positivist work (subsection 5.3).

There have been opportunities in CSER for informal early feed-
back like ICER’s work-in-progress workshops, and occasional vol-
untarily pre-registered studies in the field of computer science
education (e.g., Marinus et al. [50] and Brown et al. [8]) – that is, a
study that has registered their research questions, design and anal-
yses in advance without peer review on a platform like the Open
Science Framework. However, we do not know of any computer
science education studies where the research plan was formally
peer reviewed by the publication venue as is the case with regis-
tered reports, and we believe this article reports on the first use of
registered reports in computer science education.
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2 BACKGROUND
The special issue reported on in this paper focused on two inter-
ventions to prevent and/or detect questionable research practices:
requiring submissions to be replications of prior work, and review-
ing the submissions in a registered report style. We will discuss
the motivation for replications and registered reports in more de-
tail, in turn, after first introducing and explaining the questionable
research practices that they help to prevent.

2.1 Questionable research practices
Research is a field that is built on trust. If a researcher is not honest
and transparent, it is difficult to detect this during peer review. Out-
right data fabrication appears to be rare [31], although cases usually
take a long time to discover [19], because peer reviewers do not
have sufficient information available to detect fabrication – thus
cases usually result from concerns by collaborators instead [19].
Much more prevalent are questionable research practices (QRPs):
minor alterations to the data collection or analysis procedure to
produce desired results [30, 42]. Peer reviewers in the current sys-
tem also lack sufficient information to reliably detect these cases,
and thus are forced to trust (or at least cannot falsify) the claimed
procedure in the submitted manuscript. Some examples of ques-
tionable research practices are as follows (see John et al. [42] for
an extensive list):

• Hypothesising After Results are Known (HARKing) is the
practice of changing the claimed investigation to match what
the data showed. As one researcher summed up the practice in
their own laboratory (as reported by Peterson [58]): “You want to
know how it works?We have a bunch of half-baked ideas. We run
a bunch of experiments. Whatever data we get, we pretend that’s
what we were looking for.” The reason why this is a problem
is not necessarily obvious: the data did show the effect, after
all. But the data will always show evidence for some post hoc
imagined hypothesis; by pretending that was the aim all along,
other researchers will trust or investigate a pattern that might
well have been mere random noise in the original data.

• Publication bias refers to the preference among reviewers and/or
authors for positive results (e.g. finding a result which confirms
the experimental hypothesis). Publication venues may reject
work that does not have a positive result, or results that are
not considered novel. Authors may have the same biases when
deciding whether to write-up work for publication (partly as a
result of the expected bias of the venues). Such a bias means that
only positive results are shared, and thus everything investigated
seems to have an effect, distorting our knowledge of the world
because we do not see investigations (original or replications)
that do not show an effect. With publication bias, science be-
comes a search for effects, rather than a neutral investigation of
the world.

• p-hacking is the practice of deliberately manipulating statistical
tests in order to produce a significant result. Quantitative work
commonly uses frequentist statistical tests, where usually a test is
considered statistically significant if the resulting p-value of a test
is less than or equal to 0.05. The practice of p-hacking interacts
with publication bias [28] – it is only necessary to p-hack to
get published if publication is biased towards positive results.

Kühberger et al. [44] performed an analysis which suggested
that in psychology there are an unexpectedly large number of
p-values just under the 0.05 threshold – a sign of p-hacking.
There are several sub-types of p-hacking, including the following
examples which are all hard to detect during peer review:
– Selective stopping is the practice of continuing data collec-
tion while results are not significant, and stopping at the exact
point when they happen to be significant. It is difficult for a re-
viewer to know that this was the real reason the data collection
ended.

– Data fishing is the practice of performing multiple tests on
the data to find one that is significant, and then either not
reporting the non-significant tests or not correcting for the
increased chance of false positives.

– Analysis modification is the practice of changing the tests
at analysis time to produce a significant result. The results of
these tests depend on decisions taken by the researcher, such
as which outliers to remove or retain, or exactly which factors
to include in a statistical model. These analysis choices are
subtle and often potentially valid [29]. It can be difficult for
reviewers to distinguish between reasonable decisions that co-
incidentally produce a significant result, from decisions made
to deliberately produce a significant result.

To give some concrete CSER examples of these QRPs, imagine
a study that investigated whether using Python rather than C++
improves retention rates, but the statistical test showed that there
was no difference in retention. Publication bias would mean the
study would be rejected (or not even submitted) for publication
if reported as-is. p-hacking could mean excluding students with
prior experience of C++ programming, if that resulted in a remain-
ing subset with a significant difference. The researcher may notice
that although choice of programming language made no difference,
students who reported using an IDE had higher retention rate re-
gardless of language, and thus HARK to write-up a study about
how IDE use led to higher retention (across two languages, no
less), without mention of the original aim to separate by language.
The difficulty of detecting these as a peer reviewer is that avoid-
ing HARKing requires disputing (without evidence) the authors’
claimed study aim, the p-hacking may be the result of a reasonable
a priori decision rather than a post hoc search for significance, and
the publication bias may cause the paper to never be written, or
cause it to be rejected by other reviewers.

Some estimates of the prevalence of questionable research prac-
tices are as high as one-third of scientists [23] to over one half [32,
42] who engage in such practices (although see the Fiedler and
Schwarz [24] rebuttal of John et al. [42] which suggests this is a
flawed way to measure). A recent meta-analysis by Xie et al. [74]
suggests a prevalence of 12.5%. George [30] summarises older stud-
ies (1987–2008) which suggest a much lower prevalence rate of 2%
although the author notes that these self-admission rates may be
quite inaccurate (and understanding of QRPs may have been lower
in the past). Nevertheless, George goes on to state:

“It is arguable that in aggregatemore damage is caused
by the less serious forms of questionable research
practices and from sloppiness or incompetence than
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from data fraud – largely because these other sources
of data errors are more common.” [30, pg. 17]

In a survey of research participants, Bottesini et al. [6] found that
“between 68% and 81% of participants reported that p-hacking, [not
publishing negative results], HARKing, and fraud are not accept-
able, ... [and] that replication is preferable to moving on without
replicating”, and suggest that may be unethical towards participants
to commit such practices with the data they contribute.

The cause of these questionable research practices is thought
to be largely structural incentives [9, 33]: novel positive results
are more likely to be published, and more likely to attract funding.
Researchers feel pressure to gain publications [32] and are thus
more likely to engage in QRPs. We posit that such structural incen-
tives can only be tackled via structural changes, rather than relying
solely on individual morality or ethics – a view that Bruton et al.
[9] found is shared by other researchers.

In this paper we will focus on two ways to potentially resolve
the issues with questionable research practices:

• replicating studies to gain confidence in the findings, and
• changing the publication process to prevent HARKing and
publication bias via the use of registered reports.

We will explain each approach in turn.

2.2 Replications
Replication has long been proclaimed as an important part of sci-
ence. In his oft-cited book, “The logic of scientific discovery” [60],
Popper wrote:

“We do not take even our own observations quite
seriously, or accept them as scientific observations,
until we have repeated and tested them. Only by such
repetitions can we convince ourselves that we are not
dealing with a mere isolated ‘coincidence’. . . ” [60, pg.
23]

The underlying principle is that if we can replicate a study, we
become more confident in the shared findings. The power of a
replication lies not just in the increase in data that it brings, but
also the subtle variations in contexts and researcher decisions across
the multiple independent attempts to conduct the same experiment.
Perhaps the first study contained a mistake in the data or analysis,
perhaps it was very tightly bound to its context, or maybe it was
sheer coincidence; we cannot be sure if any of these apply if the
study is never repeated.

Earp and Trafimow [22] stress that if a replication produces
a different result than the original study, it is incorrect to think
that the first study is definitively falsified: there are instead a wide
range of possibilities. The first or second study could be incorrect,
or a difference in the study contexts may ameliorate the effect.
The outcome of a replication attempt should thus be considered
informative, rather than a definitive yes/no determination. However,
if two studies produce different results (often referred to as a failure
to replicate), it is a sign that the original result may not be reliable
or generalisable.

A well-known example in CSER of a failure to replicate is the
preprint paper “the camel has two humps” [21] by Dehnadi and
Bornat which claimed to have found a test that could determine who

would succeed at programming and who would not. Replications by
Caspersen et al. [11] and Lung et al. [47] as well as a team including
Dehnadi and Bornat (Bornat et al. [5]) did not find the same effects.
Bornat later retracted many of the original paper’s claims, in light
of this evidence [4].

Similar to most other disciplines, only 2% of computer science
education papers are replications [34]. The cause of the lack of repli-
cations is well-known: a desire for novel knowledge. As Romero
[61] describes:

“A central component of the reward system of science
is the priority rule, that is, the practice of rewarding
only the first scientist that makes a discovery. This
reward system discourages replication.” [61, pg. 5]

In a survey of computing education researchers by Ahadi et al.
[1], the respondents agreed that novel works are considered more
prestigious than replications in CSER. To correct this problem, we
must therefore alter the scientific reward system to encourage and
value replications. It is for this reason that the special issue only
accepted replication studies.

2.2.1 Types of replication. There is a general tension in the concept
of replications surrounding possible context differences. A perfect
replication is uninformative. Computer science is perhaps one of
the few areas where this is possible: if we run the same deterministic
program twice and get the same result, we have learned nothing.
In reality, perfect replications are rarely possible, especially with
human participants. If you run an experiment to see if people prefer
red or blue, you may not get the same result even if you run the
experiment twice with the same participants, let alone a different
set of participants, perhaps in a different country.

A replication by new researchers with a very similar context is
generally very informative, for example repeating the same proce-
dure but in a different laboratory with a different (but demograph-
ically similar) set of participants. Whereas a study investigating
the same aim with totally different methods and context would not
typically be deemed a replication. There is clearly a sliding scale in-
between as to what is considered a replication and what is not. As
Chhin et al. [13] noted, there are “fifty shades of replication” with
scholars using differing terms and definitions to describe replica-
tion approaches (not to mention whether the replication is carried
out by the same researchers or new researchers). Researchers often
distinguish between exact replications, empirical replications and
conceptual replications as gradations on this scale. Exact replica-
tions examine the same (or highly equivalent) participants/artifacts
using the same procedures as the original study. Empirical replica-
tions examine different populations using the same materials and
procedures as in the original study. Conceptual replications examine
the same phenomenon/hypothesis using different procedures than
the original study. To further clarify these definitions, we provide
examples of prototypical CSER studies and how each might be
replicated with these three approaches in Table 1.

These types of replications are primarily centred around the
[post-]positivist philosophy of science on which most quantitative
research builds. Qualitative research typically adopts a different phi-
losophy of science (e.g., constructivist rather than [post-]positivist)
and as Talkad Sukumar and Metoyer [69] explain, its findings are
usually not intended to generalise directly:
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Prototypical Study Replication Studies
Secondary students participating in an informal
learning program are interviewed about their in-
terest in computing before and after the 6-week
program

• Exact: Researchers set up the same program with an equivalent population of
students to see if the effect replicates.

• Empirical: Researchers use the same interview protocol and analytic approach
but with a program in a different country.

• Conceptual: Researchers run the same learning program but use different
measures to investigate interest in computing.

Several studies have proposed ways to improve
student performance on the Rainfall Problem (a
programming task originated by Soloway [68]).

• Exact: Researchers use one of the suggested approaches in a classroom with a
similar population of students.

• Empirical: Researchers use several of the techniques in a randomised control
trial to see which offers the most improvement.

• Conceptual: Researchers use one of the suggested approaches in a lesson on
another topic many students find difficult.

The most common textbooks used in introduc-
tory college computing courses were examined
using a content analysis approach to categorize
the nature of their programming examples

• Exact: Researchers re-examine the same textbooks using the same content
analysis approach.

• Empirical: Researchers apply the same approach to textbooks aimed at intro-
ductory high school computing.

• Conceptual: Researchers apply machine learning to categorize the textbooks.

Table 1: Examples of Replication Studies

“The positivist perspective assumes that reality or
knowledge exists as the objective truth independent
of those who study it while the constructivist per-
spective views knowledge as subjective, constructed
through interaction and inseparable from those who
study it. Hence findings of quantitative studies can
be replicated and generalized to larger populations
whereas qualitative findings only hold for and de-
scribe the individual cases.” [69, pg. 1]

They go on to propose that qualitative replications “encompass
repeating some aspect of an earlier study’s design and a subse-
quent interpretive comparison.” Tuval-Mashiach [72] concurs and
suggests that therefore conceptual replications are applicable and
valuable in qualitative research, rather than exact or empirical repli-
cations which may not be applicable.

2.2.2 Importance of replications. A practical example of why repli-
cations are important – and how a lack of them results in fragile
knowledge – is that of Daniel Kahneman’s book “Thinking, fast and
slow” [43]. It was a book written by Nobel prize winner Kahneman
to summarise other researchers’ results, primarily from social psy-
chology about human behaviour. It later transpired that many of
these effects did not replicate and appeared to be spurious. In online
discussion with other researchers, Kahneman (admirably) accepted
that many of the cited studies did not replicate, thus undermining
some of the statements made in his book [51]. Another example
arises from gene research, where many small-scale studies found
significant effects of a gene variant 5HTTLPR, but a later study
with a much larger sample size (hundreds of thousands of people)
found that no such effects replicated in the larger sample [3].

Much of the recent discussion around replications was triggered
by the large-scale reproducibility project, which set out to replicate
a set of 100 findings from psychology [17] and found that one-
third to one-half of them replicated. The reader may form their

own speculation what the proportion may be for computer science
education research; in the Ahadi et al. [1] survey, computer science
education researchers estimated the proportion to be 30%. It is
clear that in order to determine this value, we must conduct more
replications, and that in order to increase this value, we must look
for techniques that can increase the reliability of published research
– such as registered reports.

2.3 Registered reports
In the fields of psychology and education many journals now offer
the possibility to submit registered reports. In a registered report,
authors must first submit a “stage 1” research plan describing their
research topic, research questions, methods and analysis plan for
review before the data collection and analyses take place. This plan
is then peer reviewed and a provisional decision is made to accept or
reject the paper. If the registered report is approved, the paper will
be accepted for publication, irrespective of the outcomes, as long
as the researchers conduct the study as planned. This is checked
in a second round of review on the full “stage 2” submission (see
Figure 1 for an overview of the modified review process). Regis-
tered reports are not a constricting straitjacket. Changes can still
be made after the initial review if appropriate (e.g. moving data
collection online due to a pandemic, changing recruitment strategy
after difficulty recruiting, adjusting analysis due to missing data)
but in a registered report they become transparent to the review-
ers of the final paper, and must be justified. For example, in the
preregistered study by Bottesini et al. [6], they found that in the
preregistered analysis, a higher proportion than expected approved
of outright fraud, so they conducted an exploratory extra analy-
sis with tighter exclusion criteria, which suggested this may have
been caused by some participants not answering seriously. Both
the preregistered analysis and exploratory analysis were reported,
labelled and justified appropriately.
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Figure 1: The review process for registered reports, where a paper is reviewed after design but before data collection, and then
again after the full paper is written. (In classic peer review, only the review labelled “stage 2” is performed.) Image taken from
the Center for Open Science [26], under the Creative Commons Attribution-NoDerivatives 4.0 International License.

This approach takes away several reasons why studies fail to
replicate:

• First, the stage 1 review will allow correction of poor quality
study design caused by inexperience or a lack of planning in the
initial stages of the research. For example, a specific control group
could be missing, there might be better measurement instruments
than the authors selected or the number of suggested participants
might be too low. The final point relates to the issue that studies
are often under-powered. This means that their sample sizes
are too small to detect the target effects, and, in the worst case,
that the outcomes of the statistical tests are almost at random.
Reviewers of a registered report can suggest authors address
this problem by conducting a power analysis, which will directly
inform what sample size is required to conduct the analyses to
detect the expected effect size.

• Second, because researchers are assured of a publication when
they conduct their studies according to the approved research
plan, it takes away potential bias in both authors and reviewers
towards wanting to report positive (i.e. statistically significant)
results, which can encourage researchers to conduct questionable
research practices like HARKing and p-hacking as described in
subsection 2.1. The accept/reject decision is made before data
collection so it cannot be influenced by the analysis outcome –
reviewers can no longer reject the paper because the analysis
“did not find anything” (i.e., did not reject the null hypothesis).

In sum, registering research questions, hypotheses and the cor-
responding analyses in advance is a very powerful measure to
prevent the publication of unreliable, hard-to-replicate results. A
recent study in psychology found that registered reports had 44%
positive results, in contrast to the 96% positive results found in
matched standard publications in the same time period [63]. This
suggests that registered reports can have a significant impact on
the issues of publication bias and Type I errors.

Although registered reports are a good tool to counter replication
issues, researchers may question whether these measures are too
restricting and if they are suitable for all research designs and ap-
proaches. For example, consider exploratory or data-driven research
where it may be very hard or even impossible to define research
questions, hypotheses and an analysis plan beforehand. In addition,
while researchers may have specific hypotheses about some parts
of their research plan, they may not be sure about the other aspects.

Registered reports cater for this by allowing researchers to make a
distinction between these two aspects of their research by explicitly
labelling the latter as exploratory. This distinction between the
registered and exploratory parts of the study is also carried over to
the final manuscript, so that readers are aware which results will be
more likely to generalise and hold in the future (those from planned
analyses) and which findings may need more data and replication
(those from exploratory analyses). How registered reports could
be implemented for non-positivist studies is discussed later in the
paper, in subsection 5.3.

3 A CASE STUDY OF REPLICATIONS AND
REGISTERED REPORTS IN CSER

We collaborated as co-editors on a special issue of the Computer
Science Education journal focused on registered report replications
in computer science education research. The idea for the issue
was born out of conversations between the journal editors and the
first author around avoiding the replication crisis in CSER. The
first author then assembled an editorial team to represent prior
experience in registered reports, interest in replication studies, and
a range of expertise in quantitative and qualitative approaches to
CSER. In this section, we report on our special issue process and
the modifications in both the research and review processes (see
the overview in Figure 1) compared to the standard review process.

3.1 Research process
In November 2020, a call was distributed soliciting Stage 1 papers
for the special issue. These initial papers were prepared after au-
thors identified a study to replicate but before beginning any data
collection. Stage 1 submissions required:

• an introduction to justify the replication;
• a literature review containing a summary of the relevant litera-
ture, especially the literature published since the publication of
the original paper;

• a methods section detailing the type of replication to be imple-
mented (see Table 1);

• a plan outlining the analysis approach including any additional
analyses that went beyond those in the original study; and

• risks to completing the study within our proposed timeline (e.g.,
pending funding, status of ethics application).
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We formed policies related to several expected questions from
prospective authors:

Can proposers go beyond the original study? We expected some
authors would propose additions to improve or enhance the origi-
nal studies they replicated such as including a larger sample size
(as justified by a power analysis or theoretically-driven rationale),
an additional training condition, an additional participant group,
additional scoring categories, or additional tests to assess the skills
of the participants. The authors were free to conduct additional
analyses as long as they were outlined in the Stage 1 paper and
labeled as such. To enable direct comparisons between the original
and replication studies, we asked authors to explain in the intro-
duction how their replication would add further information to the
claims and outcomes of the original study. For both exact and empir-
ical replications, authors needed to conduct an as-close-as-possible
replication of the original study before examining and reporting
the additional analyses.

Who should be involved in replications? In planning the special
issue, we made two decisions regarding how original authors could
be involved in the new studies. First, we did not allow authors
of original studies to replicate their own work. This decision was
driven by our desire to encourage independent replication of past
studies. Second, we did not require or recommend proposers to
include the original author on their paper. We felt this could lead to
undue pressure to produce results favorable to the original study.
However, we encouraged proposers to contact the authors of the
original paper to request sharing the materials, coding schemes,
analysis scripts and other useful information to support the repli-
cation.

What amount of flexibility should be allowed between Stage 1 and
Stage 2? Educational research is inherently messy and study plans
often change for a variety of factors. As such, we did not want to
prevent authors from making reasonable modifications of Stage 1
study designs. For example, we considered revising data collection
plans to conduct observations virtually instead of in-person due
to pandemic restrictions a reasonable change to make after stage 1
submissions. Following the goals of registered reports, we wanted
authors to be transparent about any changes that arose and to
justify their decisions in the stage 2 manuscript. So, we decided
to accept stage 2 papers that made reasonable adjustments and
documented and justified these differences. After all, the aim is to
increase transparency, not to add unreasonable restrictions.

3.2 Peer Review Process
Given the rarity of replication studies in CSER and differences in
reviewing a registered report as compared to a full manuscript,
we wanted to expand the typical journal reviewer pool and pro-
vide additional supports for reviewers. A call for reviewers with
experience in either replications or registered reports was released
simultaneously with the call for papers. We also developed a 30-
minute training for reviewers that covered most of the information
in section 1 and section 2 of this paper as well as modifications that
we made to the journal’s standard reviewing form. For example,
where the standard review form asked "Are the methods appropriate
to the problem; do they provide sufficient evidence and data to back
up their claims?", we included the following additional prompts:

• Do the authors define the type of replication that they will do
(exact, empirical, conceptual) or is it at least clear which one will
be done?

• Do they clearly distinguish between the materials/approaches of
the original study and the additions of the replication study?

• Are there any potential confounding factors in the research de-
sign (that is: will the planned data collection answer the question,
or could there be an additional factor that could explain the
outcomes). If so, do the authors address this?

• When recognising design flaws, please add advice on how to
change the design when possible.

• Do the authors correctly summarize and interpret the original
analyses?

• Do they explain how any newly planned additional analyses will
be done?

• When a quantitative replication: have they included a power
analysis?

• Are there any potential holes in the analysis plan? For example:
what if the raters disagree, what if the randomly allocated groups
are mismatched, etc.

There were two major rounds of reviewing: a peer review for the
stage 1 manuscript and an editor review for the stage 2 manuscript.
The rationale for the latter was that the research design had been
reviewed by subject-matter experts in the first round and the second
round was a matter of checking that the analysis matched the plan,
and that the study had been written clearly. This felt more like
an editor’s job than a peer reviewer’s job, and it would be more
expedient to not involve external reviewers again. We discuss the
advantages and disadvantages of this decision further in section 4.

3.3 Timeline
The full process took around 18 months from initial submission of
stage 1 manuscripts to submission of the final papers (see Table 2).
It is important to remember this is not comparable to the time taken
for a standard submission, because this 18 month period includes
the finalisation of the research design, and the entirety of the data
collection and analysis. In contrast, the timeline for a standard
submission would only include revision of the final manuscript
after all other aspects of the research had been completed. To give
examples from CSER journals: ACM’s TOCE state they aim to
give a recommendation within 90 days of authors submitting the
[full] paper, and T&F’s CSE currently state a 96 day average “from
submission to first post-review decision.” This is comparable to the
initial stage 1 review duration in our timeline.

We believe that registered reports may actually be faster overall
than traditional submissions in many cases. The stage 2 review
is unlikely to request significant rewrites or extra data collection,
because any substantive issues over the design will have been
dealt with at stage 1, before the majority of the paper is written.
Additionally, the time to publish standard articles can include a
hidden extra delay: that of resubmitting to another journal in cases
where the submission is rejected by one journal (potentially after
multiple rounds of review). With registered reports, the preliminary
decision to accept is made before data collection, so such a rejection
wastes less time for authors (and participants, who will not need to
donate their time if the study is not run).
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Date Stage
Nov 2020 Initial submission of stage 1 manuscripts
Feb 2021 Peer reviews of stage 1 manuscripts returned to authors
Jan 2022 Submissions of stage 2 manuscripts
Feb 2022 Editor reviews of stage 2 manuscripts returned to authors
Apr 2022 Final submission of stage 2 manuscripts

Table 2: Special Issue Timeline

3.4 Materials
To encourage replication of our own process of running the spe-
cial issue, we have created an Open Science Foundation repository
(https://osf.io/thq3p/) that includes: the call for authors and review-
ers for the special issue, the slides of the training presentation given
to reviewers, the annotated expanded review form for stage 1 re-
viewing, and the evaluation questionnaire that was given to authors
at the end of the process.

3.5 Outcome
The final submissions for the special issue have now been received,
and the process has been largely successful. Authors from three
(of the final four) papers filled in an optional evaluation survey
(conducted in accordance with the Research Ethics Committee
process of King’s College London), and their responses inform this
section.

3.5.1 Acceptance and timescales. Seven stage 1 submissions were
accepted, six were sent out for review, and five were accepted
to proceed. One of the five papers did not receive institutional
ethical approval within the timescale and thus only four papers
returned their stage 2 manuscripts. One author who did return a
stage 2 manuscript noted that the timescales were tight for the
data collection and analysis. Taken together, this suggests that the
timescale for the special issue of 11 months for data collection,
analysis and write-up was too short for several authors. Some
authors were constrained for time by external constraints on when
data collection could occur, for example only during teaching terms
or only at exam time.

3.5.2 Replications. One author commented that it was useful to
permit replications that were not only exact replications. Another
author pointed out that with computing being a changing field, close
replication may not be appropriate for technical reasons: some old
technologies (e.g. old programming languages) may not be suitable
or even available for replication. Additionally, some authors had to
adjust for the effects of the COVID-19 pandemic, which meant in-
person data collection was not feasible, which made a difference to
the research design, given that the original studies being replicated
may have been conducted in-person.

3.5.3 Allocating the reviewers to the papers. Our call for reviewers
willing to be trained in registered reports resulted in an enthusias-
tic and knowledgeable set of reviewers. However, we faced some
challenges in matching the expertise of the reviewers to the topics
and analysis methods of the papers, and we separately recruited
some extra reviewers as subject experts, who had not attended the

registered report training. We subsequently shared all our training
materials with these new reviewers.

3.5.4 Registered reports process. One of the authors – and the
editors – thought that it was a problem to not have the final stage 1
manuscript agreed on before data collection began, because it left an
area of doubt over whether the authors’ corrections to the requested
stage 1 changes were satisfactory to the editors. Correcting the data
collection process ahead of time is one of the areas of the publication
process that registered reports are intended to fix. However, our
implementation of the process retained some doubt in the process
(see section 4 for more details on this topic).

3.5.5 Replication outcomes. We briefly summarise the four papers
here, along with a description of what was changed in order to
replicate the study, and what the outcome was of the replication:

• Shindler et al. [67] set out to replicate a 2018 study by Zehra
et al. [75] on how students learn dynamic programming and the
misconceptions that students have. Shindler et al. increased the
sample size compared to the original study, used multiple institu-
tions, and collected data online due to the COVID-19 pandemic.
The misconceptions found in their study matched those from
the original study (e.g. not recognising the correct recurrence
relation), and found more areas of difficulty (e.g.inappropriate
use of a brute force solution, not defining a proper base case).

• Finke et al. [25] aimed to replicate and extend the findings of
the validation part of the Computational Thinking test (CTt)
2017 study by Román-González et al. [62]. Finke et al. used a
German translation of the original CTt and also collected data
online due to the pandemic. Like the original study, they found
that reasoning and spatial abilities contributed uniquely and
significantly to performance on the CTt, but they also found that
additional variance was explained by complex numerical abilities
(i.e., algebraic skills). Finke et al. replicated the finding that boys
outperform girls on the CTt, but in contrast to the original study,
found that these differences were largely independent of the
gender differences in cognitive skills.

• Hundhausen et al. [41] performed a replication of Buffardi [10]
in order to examine objective measures of individual contribu-
tions to team projects. They expanded on the original study by
including multiple institutions which varied in the software en-
gineering courses offered. They largely replicated the original
data sources and measures, but with some adjustments (e.g., to
account for how each participating course assigned grades, col-
lecting demographic data on student participants). Hundhausen
et al. were able to replicate four of five significant findings from
the Buffardi study; relative commit shares was found not to be a

https://osf.io/thq3p/
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predictor of peer contribution ratings. Additionally, they found
more significant associations between subjective and objective
metrics of individual contribution to team projects than in the
original study.

• Fowler et al. [27] performed a study to replicate a slightly simpli-
fied hierarchy of reading, tracing and writing code skills from a
study by Lopez et al. [45]. They expanded on the original study
by using a larger sample size and investigating multiple possible
structural equation models to see which could best explain the
data. They found that although the original hierarchy from Lopez
et al. did not appear among the best models, similar models did
appear. The authors discuss the limitations of this approach, not-
ing that it can only reveal correlational relationships and cannot
determine in what order should these skills be taught.

4 LESSONS LEARNED FROM THE SPECIAL
ISSUE

While editing the special issue we encountered several challenges
relating to replications and registered reports. In this section, we
reflect on these challenges in turn, and give recommendations of
how they could be avoided or handled better in future.

4.1 Replication Studies
We found that therewas a large variety in how and inwhich sections
in the paper the authors contrasted their own study to the original
study being replicated. We ended up having to ask some of the
author teams to change the organisation of their manuscript after
they had completed the full paper. Reflecting on this, we would
recommend that there are guidelines or templates in place so that
authors can already make the differences and similarities between
the studies clear from the first stage manuscript onward. This would
also make explicit to what degree the authors are aiming for an
exact, empirical or conceptual replication (see Table 1).

For this special issue, we suggested, but did not require, that
the author teams contact the authors of the original paper (see
subsection 3.1). Although evidence from the psychology community
suggests replications are more successful when at least one author
of the original publication is involved [48], it should be noted that
there are two ways to view this result. The advantage of including
the original authors is that they can help provide the exact details
and materials for the replication (although ideally this would be
present in the original publication). Peterson and Panofsky [59]
suggest that this is particularly useful when “task uncertainty” is
high, such as in chemistry and physics when using a newly invented
piece of equipment or novel chemical procedure. The danger is that
the original authors may bias the study to make sure it replicates
their earlier work [69]. For this issue we did not allow the original
authors to be listed as authors on the submitted replication, but
this might have been too restrictive. A pragmatic way to deal with
this in conjunction with registered reports could instead be that the
original authors could only be involved in writing and gathering
the materials for the stage 1 submission but not be involved in the
subsequent data collection, scoring, analysis and interpretation of
the data for the stage 2 submission.

Finally, one of the authors flagged that close replications might
not be possible as specific technologies or programming languages

are no longer in use. The implication is that in computer science
education field, many replications will be of empirical or conceptual
nature and need to be interpreted and compared to the original
study accordingly. However, we think that is very important to
conduct such replications, as it allows us to determine how our old
knowledge transfers to the current technological context.

4.2 Registered reports
It is important for registered reports that the authors do their best
to conduct the research as they described in the plan in the stage
1 report. When this is not possible (e.g., a change of data collec-
tion procedure because of the COVID-19 pandemic), the changes
should be clearly documented and justified. We encountered four
preventable difficulties with the relationship between the stage 1
report and the stage 2 publication:

(1) We approved the stage 1 manuscript conditional on a few re-
viewer and editor comments that the authors still had to imple-
ment before starting data collection (similar to the acceptance
process at computer science education conferences). As described
in subsection 3.5, this left authors with some ambiguity as to
whether they had correctly addressed these concerns, which is
exactly what registered reports are meant to prevent. In hind-
sight, we should have performed an additional editorial approval
on the final version of the stage 1 manuscript.

(2) The stage 1 manuscripts are not externally visible and verifi-
able after publication of the stage 2 manuscript; they were only
used for internal reviewing purposes. It would be useful for the
computer science education community to have a database or
platform (e.g., the Open Science Framework) to publish the stage
1 reports, before the authors conduct the study, thus providing
verifiable proof for later readers as to what was planned. We en-
couraged authors to publish the stage 1 manuscripts on the Open
Science Framework but none did, perhaps due to unfamiliarity
with the whole process and not seeing any benefits of doing so.
In hindsight, we should have mandated this step (as part of the
final approval in the previous point) – and should have asked
why this was in our evaluation survey.

(3) We found that authors rewrote or reorganised material in their
manuscripts between stage 1 and stage 2, probably to improve
readability of the final submission. However, this made the stage
2 review process more difficult and time-consuming, because the
editors had to spend a lot of time checking whether the changes
were purely cosmetic or whether the study details had been
changed. In hindsight, we should have mandated that the stage 1
manuscript (or at minimum, the research design part) be carried
over unmodified into the stage 2 submission.

(4) It is acceptable to make changes to the design and execution of
the study after stage 1. But these should be done in a transparent
way. We found that in the stage 2 submissions it was not always
clear what changes had been made, if any. We recommended
to authors during the stage 2 reviews that they add a section
to explicitly describe changes made after the stage 1 review. In
hindsight we should have made this recommendation from the
outset, perhaps in a paper template, so that authors were clear
about what was expected.
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In short: stage 1 manuscripts should be approved in their final form,
then published online (with an embargo if necessary – something
the Open Science Framework already supports), then carried over
unmodified into the stage 2 submission, with an additional section
explicitly describing the changes made to the study since stage 1
(e.g., moving data collection online, or adjusting the analysis for an
unforeseen confound).

Finding and retaining reviewers for follow up reviews is a known
challenge for journal editors. In the case of registered reports, this
is even more challenging as the time between reviewing the regis-
tered report and the final manuscript is even longer: potentially a
year or more. Typically, a reviewer would be asked to review the
first version of the registered report, then the revised registered
report, and then again the final manuscript of the completed study.
However, as the reviewers were involved in making suggestions
on the improvement of study design, the review of the final report
served more as a check that everything was done according to plan.
As we were a team of three on our special issue, we decided to di-
vide the reviewing of the final four manuscripts amongst ourselves
(the editors) instead of asking the original reviewers again, with
one primary and one secondary editor-reviewer for each paper. In
general, this worked out well, but we acknowledge that it is im-
portant to have a good spread of knowledge on the editorial board
to do this. This is why we recommend to also consider approach-
ing subject matter reviewers, ideally the ones that reviewed the
registered report, recruiting new ones, or using a pool of associate
editors, who would also have to study the stage 1 submission before
reviewing the submitted stage 2 manuscript.

Finally, we noticed that asking the author teams to conduct
a power analysis is not straightforward. Power analyses are not
yet very common in the computer science education community,
and, for more complex analyses like structural equation modelling,
the procedure of conducting them is quite challenging, potentially
requiring a simulation in a statistical program like R instead of
simply entering parameters in a power analysis tool like G*power.
Moreover, even for a simple t-test entering the parameters in a
power analysis tool is not straightforward. To do this, one needs
an understanding of the parameters and knowledge about how
to obtain and justify them. The most challenging parameter is
the effect size [2]. For example, in order to calculate the required
sample size for a specific power (typically .80), a researcher needs
to make an educated guess of the effect size they expect to find.
There are three ways to arrive at this: 1. Finding similar studies in
the literature and see what kind of effect sizes they found (which
was relevant for our special issue with replication studies, although
unfortunately, the effect sizes were not always reported in the
original studies), 2. conducting a pilot study (which comes with
its own problems such as that effect sizes obtained with small
samples are often not reliable) or 3. Use Cohen’s recommendations
(small effect: .25, medium effect: .5 large effect: .8) In the fields
of psychology and cognitive science, the research team may ask
a statistician to help them with or perform the power analysis
for them and, depending on their further input to the paper, this
person may join the author team. As power analyses are such an
important instrument to determine what kind of, or in fact if any,
conclusions can be drawn from the data, we recommend that the
researchers in the computer science education community who

conduct quantitative studies should expand their expertise in this
area or find collaborators who are well versed in such statistical
procedures. However, until this is common, it may be problematic
to include it as a requirement for the stage 1 of registered reports,
as we had wanted to do.

5 ARGUMENTS FOR (AND AGAINST) WIDER
UPTAKE

Our special issue involved two simultaneous interventions: accept-
ing only replications, and using the registered report publication
process for the reviewing. In this section we will argue in turn
why these two items should be taken up more widely, but also
discuss the limitations and conditions, in particular in relation to
non-positivist research.

5.1 Replications
The arguments for replications are widely known, but the problem
is that they are still reasonably rare, with only 2% of CSER stud-
ies being replications [34]. The survey by Ahadi et al. [1] found
that computer science education researchers’ main concern about
conducting replications was that they would not be published, and
not be valued by peers and funders. One route to rectify this might
be, like our special issue, to create special issues or particular con-
ference tracks that only accept replications. This both increases
confidence among researchers that they can publish such stud-
ies, and signals that they are considered valuable. An additional
approach might be to create awards specifically targeted at replica-
tions. In CSER, SIGCSE has a new “test of time” award for papers
that are at least ten years old that “recognizes an outstanding pa-
per published in the SIGCSE community that has had meaningful
impact on computing education practice and research.” Perhaps it
could also have an award related to conducting replications. Im-
portantly, this award should not be contingent on the outcome of
the replication, to avoid introducing new bad incentives (where the
replicators would bias the replication in order to become eligible
for the award).

5.2 Registered reports
Henderson [38] provides an overview of the reasonswhy researchers
should move from the traditional way of submitting papers about
finished studies to registered report procedures. In her paper she
distinguishes between benefits for the research community and
benefits for the researchers themselves. For the research commu-
nity, she lists examples like ensuring that the papers are of high
quality and report reliable results, the reduction of researcher bias,
including p-hacking and HARKing, and the elimination of publi-
cation and outcome bias. Benefits for the researchers themselves
include peer review at a point in time when it is most helpful, a
guaranteed publication1 and reduction of stress, because publica-
tion is not contingent on the outcomes of the study. This in turn,
makes sure that researchers no longer feel pressured to dress up the
results, which in turn benefits the general quality of publications.
More generally, we would also like to introduce a “humanitarian”
argument: at the moment, a lot of time and resources, both from
1This is especially important for PhD students and early career (pre-tenure) researchers,
who may need a publication by a particular deadline for career progression.
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researchers and participants are wasted when studies are rejected
after being carried out. It is better for all involved if the rejection
happens earlier, or can be avoided by correcting the design while it
is still possible to do so.

Registered reports generally require individualised deadlines for
completion of the stage 2 manuscript. This means they are naturally
suited to journals where publication dates are flexible. However,
the Mining Software Repositories (MSR) conference has recently
introduced a model where the stage 1 manuscript is published at
the MSR conference and the stage 2 manuscript is published in the
Empirical Software Engineering journal. This kind of hybrid model
may be a possibility in CSER, which features both conferences and
journals as popular publication venues.

We explicitly do not believe that registered reports are suitable
for all types of publication. Some data analysis projects are purely
exploratory, some papers are purely retrospective and thus a regis-
tered report may not be applicable. One larger area where registered
reports (and replications) may not be as applicable is non-positivist
work, which we address in the next section.

5.3 Non-positivist work
Publications in CSER feature a wide variety of different research
approaches, from quantitative (which tends to dominate [37, 65]) to
qualitative. Although research is often presented as a dichotomous
split into quantitative and qualitative methods, a more fundamen-
tal point is that these methods usually originate from different
philosophies of science. Quantitative methods are typically used
with a positivist or post-positivist perspective. Positivism assumes
there is an objectively observable ground truth [14], while post-
positivism softens the belief in an absolute truth [57]. Thus it is
inherent in positivism that multiple observers (such as an original
study, and a replication) should be able to observe similar results
if their findings both reflect this ground truth [60]. To distinguish
their observations from random chance, [post-]positivist scientists
often use null-hypothesis significance testing, with its (in)famous
𝑝 ≤ 0.05 check. The analysis can usually be specified in advance
of data collection, which is why the approach fits so well with the
registered report concept2.

Qualitative scientists usually adopt other philosophies of sci-
ence, such as phenomenological, constructivist, or transformative
approaches [18, 40]. These approaches differ from [post-]positivist
views in various ways, for example by accepting that each person
has a different “truth”, acknowledging that all science is subjective,
or centring social transformation. While these philosophies may
be comparatively less prevalent in CSER, as Tenenberg [70] notes:
"it is also important for the nascent interdiscipline of computing
education to open the space of inquiry to include a broad range
of theoretical perspectives. We need cognitivism, socioculturalism,
and many more besides."

From these perspectives, replication may not feel like an appli-
cable concept: investigations are usually very context-dependent.
Furthermore, qualitative methods tend to be iterative, engaging in
cycles of collecting, processing, exploring, and analysing data. It

2There is potentially an argument to be made that registered reports are primarily
fixing some of the issues introduced by statistical significance testing and its binary
outcome that introduces the concept of positive/negative results, something which is
not typically present in qualitative methods.

is not as clear here that the data analysis process can be meaning-
fully verified ahead of data collection taking place. In this paper we
have primarily discussed questionable quantitative [post-]positivist
research practices. Qualitative research tends to have a different
set of questionable research practices, such as lack of transparency,
and too much subjectivity [55]. Noble and Smith [55] suggest that
“if qualitative methods are inherently different from quantitative
methods in terms of philosophical positions and purpose, then alter-
native frameworks for establishing rigour are appropriate” – such
as the criteria proposed by Tracy [71] or the strategies proposed
by Shenton [66].

For our special issue, we explicitly invited qualitative as well
as quantitative studies. However, we only received quantitative
submissions, which may be a sign that qualitative researchers did
not see how their methods would fit into this process. Replications
and preregistration procedures might be less straightforward for
qualitative than for quantitative studies, but procedures and tem-
plates do exist. For instance, Haven et al. [35] developed a template
for preregistration of qualitative studies, and the cognitive science
journal ‘Cortex’ accepts registered reports for qualitative studies.
Chambers and Tzavella [12] discuss the need for developing more
resources for qualitative registered reports.

With regard to replications, Talkad Sukumar and Metoyer [69]
discuss how the interpretation of replication needs to be redefined
for qualitative inquiry based on its nature and focus on interpre-
tation. They suggest that of the types we show in Table 1, only
conceptual replication may be applicable for qualitative research.

With regard to registered reports, we reject the idea that regis-
tered reports are inapplicable to qualitative work – but they may
need adjusting to fit. The idea of registered reports is to evidence
the research process and thus increase transparency. Lack of trans-
parency is an issue for both quantitative and qualitative analysis,
so registered reports should be able to aid in both. It may be that
the structure needs to be slightly different for quantitative and
qualitative work. Qualitative work, with its more iterative analysis,
may benefit more from a stage 1 review (or stage 1.5 review) after
data collection but before deep analysis. As Morse et al. [52] state
in their paper on improving reliability and validity in qualitative
research:

“Regardless of the standard or criteria used to evalu-
ate the goal of rigor, our problem remains the same:
they are applied after the research is completed, and
therefore are used to judge quality. Standards and
criteria applied at the end of the study cannot direct
the research as it is conducted, and thus cannot be
used pro-actively to manage threats to reliability and
validity.” [52, pg .20]

This is precisely the problem that registered reports aim to solve; the
main question is where during the work the additional review stage
(or even stages) may be most appropriate and effective. We would
welcome further work from qualitative non-positivist researchers
to try out registered reports and evaluate whether and how they
may be beneficial in CSER.
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6 CONCLUSION
Career-based imperatives to “publish or perish”, and a bias towards
publishing positive results, can incentivise researchers to engage in
questionable research practices in order to guarantee a publication.
This includes manipulating elements of the study – such as the
hypothesis or the data analysis – to ensure a positive result. This
can lead to published research findings that are not an accurate re-
flection of reality, resulting in serious problems when stakeholders –
such as teachers or national agencies – try to develop interventions
or make policy decisions on this shaky basis. In this paper we have
discussed two main defences against such practices: independently
replicating the work of others to increase confidence in findings,
and using registered reports – where research design is submitted
and reviewed before data collection – to evidence the absence of
such practices. We presented a case study of a journal special issue
in the Computer Science Education journal where we only pub-
lished replications, and only using a registered report process. We
would inevitably make a few decisions differently in hindsight, but
based on the author feedback and our own experience we strongly
believe that replications should be further encouraged, and regis-
tered reports offer a good option for publication. We believe the
current standard review process should be retained for research
where registered reports may not be appropriate: registered reports
are an alternative, not a replacement. As it stands, computer science
education researchers estimate that only 30% of work is likely to
replicate [1]; we believe that with structural changes to the publica-
tion process such as introducing registered reports, we can increase
this number together.
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